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The fundamental rights upon which the
EU is founded are directed towards
ensuring respect for the freedom and
autonomy of human beings. Humans
interacting with Al systems must be able
to keep full and effective self-
determination over themselves, and be
able to partake in the democratic
process...... The allocation of functions
between humans and Al systems should
follow human-centric design principles
and leave meaningful opportunity for
human choice. This means securing
human oversight over work processes in
Al systems.

fairness

a) Al actors should respect the rule of
law, human rights and democratic
values, throughout the Al system
lifecycle. These include freedom, dignity
and autonomy, privacy and data
protection, non-discrimination and
equality, diversity, fairness, social justice,
and internationally recognised labour
rights.

Human dignity

7) BEg- BRI (human dignity and

7) {mEDRA (Ethics)
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1) AFNODEBR(Contribution to

P1: Respect for human autonomy

1.2. Human-centred values and

GP1. Human Rights:

10) Value Alignment:

3) We are committed to open research
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fairness

In order to achieve Trustworthy AI, we
must enable inclusion and diversity
throughout the entire Al system’s life
cycle. Besides the consideration and
involvement of all affected stakeholders
throughout the process, this also entails
ensuring equal access through inclusive
design processes as well as equal
treatment. This requirement is closely
linked with the principle of fairness.

and well-being

Stakeholders should proactively engage
in responsible stewardship of
trustworthy Al in pursuit of beneficial
outcomes for people and the planet, such
as empowering human capabilities and
enhancing creativity, advancing inclusion
of underrepresented populations,
reducing economic, social, gender and
other inequalities, and protecting natural
environments, thus invigorating inclusive
growth, sustainable development and
well-being.

Al technologies should benefit and
empower as many people as possible.

15) Shared Prosperity:

The economic prosperity created by Al
should be shared broadly, to benefit all
of humanity.

23) Common Good:

Superintelligence should only be
developed in the service of widely shared
ethical ideals, and for the benefit of all
humanity rather than one state or
organization.
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R6. Societal and environmental well-
being

In line with the principles of fairness and
prevention of harm, the broader society,
other sentient beings and the
environment should be also considered
as stakeholders throughout the Al
system’s life cycle. Sustainability and
ecological responsibility of Al systems
should be encouraged, and research
should be fostered into AI solutions
addressing areas of global concern, such
as for instance the Sustainable
Development Goals. Ideally, Al systems
should be used to benefit all human
beings, including future generations

1.1. Inclusive and sustainable growth
and well-being

Stakeholders should proactively engage
in responsible stewardship of
trustworthy Al in pursuit of beneficial
outcomes for people and the planet, such
as empowering human capabilities and
enhancing creativity, advancing inclusion
of underrepresented populations,
reducing economic, social, gender and
other inequalities, and protecting natural
environments, thus invigorating inclusive
growth, sustainable development and
well-being.

20) Importance:

Advanced Al could represent a profound

change in the history of life on Earth, and
should be planned for and managed with
commensurate care and resources.
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Ethics Guideline for Trustworthy AI
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Introduction:

Just as the use of Al systems does not
stop at national borders, neither does
their impact. Global solutions are
therefore required for the global
opportunities and challenges that Al
systems bring forth. We therefore
encourage all stakeholders to work
towards a global framework for
Trustworthy AI, building international
consensus while promoting and
upholding our fundamental rights-based
approach.

2.5 International cooperation for
trustworthy AI

a) Governments, including developing
countries and with stakeholders, should
actively cooperate to advance these
principles and to progress on responsible
stewardship of trustworthy Al.

Proper utilization
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GP4. Effectiveness

A/1IS creators and operators shall provide
evidence of the effectiveness

and fitness for purpose of A/IS.

1) We will seek to ensure that Al
technologies benefit and empower as
many _people as possible.

7) We believe that it is important for the
operation of Al systems to be
understandable and interpretable by
people, for purposes of explaining the

technology.
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2.2. Non-technical methods
--> Education and awareness to foster
an ethical mind-set

2.4. Building human capacity and
preparing for labour market
transformation

a) Governments should work closely with
stakeholders to prepare for the
transformation of the world of work and
of society. They should empower people
to effectively use and interact with Al
systems across the breadth of
applications, including by equipping them
with the necessary skills.

GP8. Competence

A/IS creators shall specify and operators
shall adhere to the knowledge and skill
required for safe and effective operation.

Human-in-the-Loop
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R1. Human agency and oversight

Al systems should support human
autonomy and decision-making, as
prescribed by the principle of respect for
human autonomy. This requires that Al
systems should both act as enablers to a
democratic, flourishing and equitable
society by supporting the user’s agency
and foster fundamental rights, and allow
for human oversight.

1.2. Human-centred values and
fairness

b) Al actors should implement
mechanisms and safeguards, such as
capacity for human determination, that
are appropriate to the context and
consistent with the state of art.

16) Human Control:

Humans should choose how and whether
to delegate decisions to Al systems, to
accomplish human-chosen objectives.

Proper data
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R3. Privacy and Data Governance
Closely linked to the principle of
prevention of harm is privacy, a
fundamental right particularly affected by
Al systems. Prevention of harm to
privacy also necessitates adequate data
governance that covers the quality and
integrity of the data used, its relevance in
light of the domain in which the Al
systems will be deployed, its access
protocols and the capability to process
data in a manner that protects privacy.

Collabolation among

3) EHEDIRAI (Collabolation)

1) EHEDRA (Collaboration)
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Trustworthy Al is technical robustness,
which is closely linked to the principle of
prevention of harm. Technical robustness
requires that Al systems be developed
with a preventative approach to risks and
in @ manner such that they reliably
behave as intended while minimising
unintentional and unexpected harm, and
preventing unacceptable harm. This
should also apply to potential changes in
their operating environment or the
presence of other agents (human and
artificial) that may interact with the
system in an adversarial manner. In
addition, the physical and mental
integrity of humans should be ensured.

and safe throughout their entire lifecycle
so that, in conditions of normal use,
foreseeable use or misuse, or other
adverse conditions, they function
appropriately and do not pose
unreasonable safety risk.

c) Al actors should, based on their roles,
the context, and their ability to act,
apply a systematic risk management
approach to each phase of the Al system
lifecycle on a continuous basis to address
risks related to Al systems, including
privacy, digital security, safety and bias.

potential misuses and risks of A/IS in
operation.

actively cooperate to avoid corner-cutting
on safety standards.

6) Safety:

Al systems should be safe and secure
throughout their operational lifetime, and
verifiably so where applicable and
feasible.

17) Non-subversion:

The power conferred by control of highly
advanced Al systems should respect and
improve, rather than subvert, the social
and civic processes on which the health
of society depends.

22) Recursive Self-Improvement:

Al systems designed to recursively self-
improve or self-replicate in a manner
that could lead to rapidly increasing
guality or quantity must be subject to
strict safety and control measures.

18) AI Arms Race:
An arms race in lethal autonomous
weapons should be avoided.

technologies, by:

Opposing development and use of Al
technologies that would violate
international conventions or human
rights, and promoting safeguards and
technologies that do no harm.
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prevention of harm is privacy, a
fundamental right particularly affected by
Al systems. Prevention of harm to
privacy also necessitates adequate data
governance that covers the quality and
integrity of the data used, its relevance in
light of the domain in which the Al
systems will be deployed, its access
protocols and the capability to process
data in a manner that protects privacy.

and Transborder Flows of Personal
Data(revised in 2013)
http://www.oecd.org/sti/ieconomy/oecd
_privacy_framework.pdf

with the ability to access and securely
share their data, to maintain people’s
capacity to have control over their
identity.

manage and control the data they
generate, given Al systems’ power to
analyze and utilize that data.

13) Liberty and Privacy:

The application of Al to personal data
must not unreasonably curtail people’s
real or perceived liberty.

technologies, by:
Working to protect the privacy and
security of individuals.
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1.5 Diversity, non-discrimination and
fairness

In order to achieve Trustworthy AI, we
must enable inclusion and diversity
throughout the entire Al system’s life
cycle. Besides the consideration and
involvement of all affected stakeholders
throughout the process, this also entails
ensuring equal access through inclusive
design processes as well as equal
treatment. This requirement is closely
linked with the principle of fairness.

1.2. Human-centred values and
fairness

a) Al actors should respect the rule of
law, human rights and democratic
values, throughout the Al system
lifecycle. These include freedom, dignity
and autonomy, privacy and data
protection, non-discrimination and
equality, diversity, fairness, social justice,
and internationally recognised labour
rights.
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1.4 Transparency

This requirement is closely linked with
the principle of explicability and
encompasses transparency of elements
relevant to an Al system: the data, the
system and the business models.
(Traceability, Explainability)

1.3. Transparency and explainability
Al Actors should commit to transparency
and responsible disclosure regarding Al
systems. To this end, they should
provide meaningful information,
appropriate to the context, and
consistent with the state of art,

1.4. Robustness, security and safety
b) Al actors should ensure traceability,
including in relation to datasets,
processes and decisions made during the
Al system lifecycle, to enable analysis of
the Al system’s outcomes and responses
to inquiry, appropriate to the context and

consistent with the state of art.

GP5. Transparency
The basis of a particular A/IS decision
should always be discoverable.

4) Research Culture:

A culture of cooperation, trust, and
transparency should be fostered among
researchers and developers of Al.

7) Failure Transparency:
If an Al system causes harm, it should
be possible to ascertain why.

8) Judicial Transparency:

Any involvement by an autonomous
system in judicial decision-making should
provide a satisfactory explanation
auditable by a competent human
authority.

7) We believe that it is important for the
operation of Al systems to be
understandable and interpretable by
people, for purposes of explaining the

technology.
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R7. Accountability

The requirement of accountability
complements the above requirements,
and is closely linked to the principle of
fairness. It necessitates that mechanisms
be put in place to ensure responsibility
and accountability for Al systems and
their outcomes, both before and after
their development, deployment and use.

1.5. Accountability

Al actors should be accountable for the
proper functioning of Al systems and for
the respect of the above principles, based
on their roles, the context, and consistent
with the state of art.

GP6. Accountability

A/1IS shall be created and operated to
provide an unambiguous rationale for all
decisions made.

3) Science-Policy Link:

There should be constructive and healthy
exchange between Al researchers and
policy-makers.

4) Research Culture:

A culture of cooperation, trust, and
transparency should be fostered among
researchers and developers of Al.

9) Responsibility:

Designers and builders of advanced Al
systems are stakeholders in the moral
implications of their use, misuse, and
actions, with a responsibility and
opportunity to shape those implications.

2) We will educate and listen to the
public and actively engage stakeholders
to seek their feedback on our focus,
inform them of our work, and address
their questions.

3) We are committed to open research
and dialogue on the ethical, social,
economic, and legal implications of Al.

4) We believe that Al research and
development efforts need to be actively
engaged with and accountable to a broad
range of stakeholders.

5) We will engage with and have
representation from stakeholders in the
business community to help ensure that
domain-specific concerns and
opportunities are understood and
addressed.

6¢) Maximize the benefits and address
the potential challenges of Al
technologies, by:

Working to ensure that Al research and
engineering communities remain socially
responsible, sensitive, and engaged
directly with the potential influences of Al
technologies on wider society.

8) We strive_to create a culture of
cooperation, trust, and openness among
Al scientists and engineers to help us all
better achieve these goals.
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